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ABSTRACT

We have evaluated the accuracy of digital elevation models (DEMs) generated by the JPL/NASA

TOPSAR synthetic aperture radar interferometer instrument by acquiring topographic data in the

summer of 1992 over the National Training Center, Ft. Irwin, California, a desert area with significant

relief and varied terrain, and comparing the measurements to a very accurate digital elevation model

derived for this area by the U.S. Army Topographic Engineering Center (TEC). Fiducial comer

reflectors were deployed in the area, and their locations were determined to cm accuracy by the Defense

Mapping Agency (DMA) using differential GPS techniques. DEMs generated from the acquired radar

data were rotated and translated to precisely overlay the reference DEM, allowing an in-depth analysis of

the achieved height accuracy.

We present here a detailed description of horizontal and vertical errors and their characteristics. The

standard deviation measured over a 5.6 by 7 km area was approximately 2 m, the corresponding

figures for relatively flat areas were in the 1 to 2 meter range and for mountainous areas in the 2 to

3 meter range, which are consistent with theoretical expectations. We also discuss key factors that

presently limit the system performance.

Keyword.r:  SAR interferomctry,  topogmphic mapping, 3-D imaging radar

Version 1.2, October 14, 1993,9:55

Submitted to the IEEE transactions for Gcoscicncc  and Remote Sensing on 93/09/DD
Please addn.xs any communication to:

S@rcn  N@vang Madsen, MS 300-235

Jet Propulsion Laboratory

4800 Oak Grove Dr.

Pasadena, CA 91109

Phone: (818) 3548353

Fax: (818) 3935285

E-mail: sorcn@tivoli,jpl  .nasa,gov



, f
Version 1.2, October 14, 1993,9:55 page 2

1. INTRODUCTION

Radar mapping utilizing intcrfcromctric  principles was first applied in the late 1960’s and early 1970’s

to earth-based observations of Venus and the moon, [1--4]. At this time it was also shown

experimentally by Graham [5] that an interference pattern which contains information about the target

topography is obtained by coherent addition of the rwciver signals from two spatially separated SAR

antennas.

We have studied topographic mapping using interferometric  SAR for several years. Zebker  and

Goldstein [6] demonstrated that two intcrfcrometric  channels could be individually processed to

complex images which were combined to give a complex intcrferogram  with phase information which

is directly related to the surface topography. Goldstein et al. [7] then developed a phase unwrapping

technique to produce a unique phase difference between any two points in the interferograrn, which is

not the case in the complex data as the phase differences are only known modulo 2x. More recently

Zebker et al. [8] reported on the JPL TOPSAR system, a C-band SAR across-track interferometer, and

Madsen et al. [9] described an integrated topographic processor which includes SAR data compression

algorithms, motion compensation algorithms, phase unwrapping and absolute phase  determination, M

well as regrinding algorithms. The absolute phase is required to establish a direct relationship between

the unwrapped phase and the slant range difference from the target to tic two antennas [10]. An initial

evaluation of TOPSAR accuracy was completed in 1991, and the system performance was shown to be

compatible with or better than standard United States Geological Survey (USGS) 7,5-minute digital

elevation models [9], Based on our experiences from the 1991 evaluation campaign an experiment was

planned to further study the performance and limitations of the TOPSAR system, In 1992 we acquired

TOPSAR data over the National Training Center, Ft. Irwin, California, a desert area with significant

relief. The range of height in the target area was from 930 m to 1488 m, and the height standard

deviation was 150 m, Here we describe the methodology of that experiment as well as the results wc

obtained with respect to both horizontal and vertical accuracies. In addition, we have attempled  to

identify the most important limitations and error sources for this technique.

We have organized this paper as follows. In section 2 we will provide a brief description and estimated

performance of the JPL TOPSAR radar system. Section 3 describes the details of the experiment which



Version 1.2, October 14, 1993,9:55 page 3

is the core of this report. The resuks  of the experiment are presented in section 4 and we discuss the

most important limitations and error sources in scxtion  5. Section 6 summarizes our conclusions.

2 . THE TOPSAR RADAR SYSTEM

The TOPSAR radar system has been dcscribcd previously by Zebker et al, [8] and therefore only the

most significant parameters will be summarized here. The TOPSAR system uses the C-band channels

of the JPL/NASA  AIRSAR DC-8 airborne synthetic aperture radar system. The basic TOPSAR

parameters in the configuration flown in 1992 are shown in Table. 1.

TOPSAR utilizes two antennas which arc flush mounted on the left side of the DC-8. The

antennas are mounted at the same along-track position with a separation in the cross-track plane of

2.5 m. The borcsights  of the antennas are depressed 45° with respect to horizontal. One antenna is used

for transmission and the signals rcceivcd by both antennas arc rccordcxl independently. The slant range

resolution of the system is limited by the systcm  bandwidth (40 MHz) to 3.75 m and the slant range

swath width after range compression is 4.4 km. Data can also be acquired at 7.5 m resolution, in

which case the swath after range compression is more than doubled.

The aircraft is equipped with three navigation systems. The digital avionics data system (DADS)

includes the aircraft inertial navigation syslcm,  a barometric altimeter, a radar altimeter, as well as a

number of other navigation systems allowing the system to be updated in flight. The second system is

a global positioning system (GPS), and the third is the radar inertial navigation system (LASEREFj.

The DADS and GPS data are quite accurate (GPS accuracy typically 25–75 m), but are only updated

approximately once per second. The LASEREF, on the other hand, provides accelerations and attitudes

at a 50 Hz rate. However, it is not locked to other systems and biases in position, elevation and

velocities tend to increase with time. To obtain low drift with time as well as high up-date rate we

combined the different data sets as described earlier [9].

The TOPSAR geometry is depicted in Fig. 1, where (after [8]), the interferometer baseline of

length B is aligned at an a with respect to horizontal, the aircraft is at height h and distance p from the

target, the look angle is 0, and the target is at local altitude z , and the local slope is y. A detailed

discussion of error sources will be presented in section 5 below. We may, however, roughly estimate

the expected performance given the system configuration as follows. The principal contributions to

height uncertainty oh from phase noise o~ and baseline orientation (roll) error Oa were derived by

Zcbker et al. [8] and Rodriguez and Martin[11]
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‘h’* ‘ZFcos(a - 0) O@  = 27rBL
(1)

(Bl = B COS(CZ - O) is the perpendicular baseline), and

Oh,a = p sin 0 cra (2)

At the center of our swath the system nominally exhibits a phase noise due to thermal noise of 2,4°

(SNR = 13 dB) assuming 30 radar looks of a target at a normalized radar cross-section 00 of -15 dB,

and wc obtain a height noise of 1.3 m. To this has to be added a baseline dccorrelation  noise (see

section 5) which is on the order of 0.7 m. As will be discussed below, the contribution from long

time roll bias errors can be compensated for using tie points, leaving only the contribution from higher

frequency aircraft motions. Our expected height error noise at the center of swath is thus 1.5 m.

3 . T H E  FT. IRWIN EX P ER I M E N T  1992

The Ft. Irwin 1992 evaluation was designed to improve on some of the deficiencies of the 1991

experiments. Sponsored by the Advanced Research projects Agency (ARPA), we collected data over the

Army National Training Center (NTC),  Ft. Irwin, California on July 8th, 1992. Our flight tracks were

designed to intersect at an area which was being mapped very accurately by the U.S. Army’s

Topographic Engineering Center (TEC). Comer reflectors were dcploywt  in the area, and their locations

were dctcrmincd to centimeter accuracy by the Defense Mapping Agency (DMA) using differential GPS

techniques. The TEC reference provided us with a reliable and very accurate reference and the surveyed

comer reflectors enabled us to co-register the radar data accurately on the reference data. The Ft. Irwin

area, including the area covered by the TEC DEM, and the radar tracks are shown in Fig. 2. This figure

also indicates the positions of the deployed comer reflector as solid black triangles. We deployed a total

of ten 8 foot comer reflectors, four reflectors facing run 1, three reflectors each for runs 2 and 3. The

UTM positions of the comer reflectors relative to WGS 84 as well as the comers of the reference DEM

are given in Table 2.

The Ft. Irwin area is a desert with significant relief. Heights in the target area vary from 930 m to

1488 m above the WGS–84 ellipsoid, and the height standard deviation is 150 m. The terrain is a

mixture of mountainous areas, consisting mainly of granite rocks, and flatter areas consisting primarily

of alluvium. The vegetation is sparse and low and is thus of minor importance in relation to evaluating

the radar DEM accuracy. The very accurate reference DEM was derived for this area by TEC using

digital correlation methods on 1:20,000 scale digitimi  photographs. The reference DEM covered a 5.6
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by 7 km area at a post (pixel) spacing of 5 m. As the standard output of the TOPSAR processor is

samples at 10 m horizontal spacing, we used a subsamplcd  version of the reference DEM also with

10 m sample spacing. The verified accuracy of the DEM (TEC chwked 84 surveyed reference points)

was 0.3 m with respect to WGS–84.  The reference DEM is shown in color coded and shaded relief

presentations in Fig. 3.

A total of 3 TOPSAR data sets were acquired consisting of two east-west opposite side mapping

tracks and one north-south track. Runs 1 and 3 of the radar data were processed on the standard

integrated TOPSAR processor m dcscribcd previously [9]. Run 2 was a new wide swath product which

was processed on a modified version of the processor, The evaluation we are presenting here will only

use the standard products. An inherent property of the processor is that it determines the along-track, x,

across-track, y, and vertical, z, coordinates of every single image point, and the output product is

uniformly spaced in x and y. Thcrcforc,  intrinsic radar distortions such as lay-over, foreshortening, and

squint distortions arc compensated. The TOPSAR processor generates data at a uniform x and y pixel

spacing of 5 m, but to reduce the vertical measurement noise a post processing step is added which

reduces the resolution to approximately 15 m and the pixel spacing to 10 m. A sample radar image is

shown in Fig. 4, where the image brightness is proportional to the radar backscatter  and the height is

mapped onto a color wheel wilh 16 colors. Each color represents a 2 m height interval and the colors

are thus repeated when the height changes by 32 m. The radar DEMs were co-registered horizontally to

the TEC DEM using the comer reflectors as tie-points. The positions of the comer reflectors were

determined in the 5 m radar image products and assuming a uniform distribution of the position error

in the intervat *2.5 m we would expect an rms. error of 2.5/fi  = 1.4 m or 0.14 times the 10 m

pixel spacing. Knowing both the radar ccxxdinates and the UTM coordinates for the comer reflectors wc

can determine the transformation from radar coordinates to UTM, and from the transformation matrix

we can deduce the horizontal azimuth and range scaling errors and the skew.

We established the vertical alignment using two different approaches: 1) by removing an azimuth

slope, a range slope, and a height offset based on corner reflector rncasuremcnts;  and 2) by removing an

azimuth and a range slope and a height offset which matches the TEC DEM in a Icast  square error

sense.

After re-sampling  the radar data to the reference DEM we analyzed the height errors on a pixel to

pixel bmis. We measured mean, standard deviation, and the standard deviation after rejection of 50

values.
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4, RESULTS

The horizontal transformation wc applied was reduced to the form:

(3)

where O is the rotation angle which will align the aircraft along-track axis with UTM northing, y

is the skew, AX is the along-track scale factor, AY is the across-track scale factor and (6x, 3Y)T is the

translation required to co-align the TOPSAR DEM to the TEC DEM. From a comparison of the

TOPSAR and TEC DEMs, we measured the transformation parameters shown in Table 3.

Only three corner reflectors are required to determine the horizontal transformation, and the extra

reflector available for RUN 1 Wrmittcd  a consistency check of lhc transformation. By transforming the

4 surveyed comer reflector locations to radar coordinates (x, y ) we found deviations relative to the

observed positions of 2.4 m in ground range and 0.8 m in azimuth. This is approximately half the

rcsohrtion  of the radar image before any multi-looking.

It is worth noting that due to an inconsistency in our original implementation of the program

which averages the data down from the 5 m pixel spacing to the 10 m pixel spacing wc had a

systematic offset of 2.5 m in both range and azimuth in early tests. This 2.5 m misalignment gave

rise to a 15 to 25 70 increase in the measured vertical error (see section 5). This inconsistency was

corrected for the work shown in this paper. It clearly illustrates the sensitivity of the height errors to

horizontal gmmctric  fidelity and data registration,

Having determined the horizontal transformation, we determined the vertical planar offset by two

methods. The first relies entirely on the corner reflector locations and heights and the second method

estimates the planar offset by minimizing the errors over the whole DEM in a least mean square sense.

The parameters of the planar offset using the former approach (comer reflectors only) are given in

Table 4. The table shows the azimuth (along-track) and range (across-track) tilts as well as the vertical

offset. Also shown are the standard deviations of the terrain elevations in the area where the radar and

the reference DEMs overlap along with the mean and standard deviation of the differences. Furthermore

the table shows the number of points exceeding 5 times the standard deviation as WC]] as the measured

standard deviation when those points are not included in the statistics. Nearly all of the rejected points
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were located in shadow areas on mountain slopes tilling  away from the radar and the maximum error

was approximately 50 m. Note that there are few rejected points and that the standard deviation is

approximately the same whelher  they are included in Lhe analysis or not. Also note that the standard

deviation is significantly smaller for run 1 data than for run 3 data. The three comer reflectors

applicable to run 3 lie nearly on a straight line oriented along-track and the range tilt is thus not very

well determined. This result emphasizes the importance of well distributed fiducial points.

The inaccuracy in the tilt determination can be avoided by using the reference DEM for the vertical

alignment. We therefore added a second linear function which removed the systematic height offset and

the northing/casting tilts of the difference height map (radar minus reference). The difference of the radar

and reference DEMs after the removal of this planar offset is shown in Table 5. This table again shows

the standard deviations of the terrain elevation for the windows analyzed, the number of points in the

window, the mean and standard deviations of the height difference maps, the number of points

exceeding 5 sigma, and finally the standard deviation of the height difference if those points are ignored.

We present the resulw of three analyses, for the entire area of overlap, a predominantly flat area and a

mountainous area. The mountain areas were the same for both runs, but the flat area was changed to be

in the same part of the swath in each case (at comparable incidence angles).

In figures 5 and 6 we show color encoded height difference maps. It is obvious that the horizontal

registration is quite good as height errors are not are not systematically correlated with the orientation

of the mountain S1OPCS. This is consistent with our earlier observation that the registration accuracy is

on the order of tie one-look resolution of the radar data (5 m in ground range, 0.8 m in azimuth). On

the other hand it is also clear that the height error dots increase when the terrain slope incrcascs,

consistent with the observation that image resolution becomes an issue when the horizontal resolution

times the tangent of the terrain slope is somewhat larger than the desired vertical resolution. This is the

case on many mountain slopes in the Ft. Irwin area.
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In figures 7 and 8 we show data from Iincar segments through the run 1 data shown in figure 5. ‘Mc

ground &acks are oriented east-west and north-south through the mountainous region in the north-

west corner of the TEC DEM. At the scale of the terrain height variation the differences are barely

discernible and thus we also plotled  the difference belwecn the radar and the TEC DEMs. The Iargcst

deviation (12.5 m) is found in the norlh-south  line and it is seen to be exactly coinciding with a peak

where tic radar height measurement is larger than the TEC DEM mcawremcnt.

5 . DISCUSSION OF ERROR SOURCES

In this section we discuss error sources and identify the dominant errors for this experiment, First we

note that if terrain slopes differ from zero any horizontal error will translate into a vertical error given

by

~h,y  =  ~Y tan y (4)

where Oh,Y is the vertical error caused by a horizontal error, crY is the horizontal error, and y is

the terrain slope. The dominant horizontal error sources and vertical error sources for our system arc

listed in tables 6 and 7, respectively,

High frequency errors introduced by thermal noise, registration errors, and channel dccorrelation

have been discussed in several papers [1 1-13]. These errors are not removed by the use of ground

control points, and the expcctcd magnitude of these errors is dominated by the thermal noise and

geometric dccorrclation.  If we assume a 13 dB signal-to-noise ratio (SNR) at the center of swath and

that SNR is proportional to COS6  r ‘3, where the cosine factor comes from assuming cr” follows

Lambcrt’s  law, for our system parameters we obtain error estimates from thermal noise and baseline

deeorrelation  of 0.8 m vertical and 1.4 m horizontal in the near range (r= 9200 m and 0= 30°) and

2.8 m vertical and 2 m horizontal in the far range (r= 14000 m and 0 = 550).

Errors with correlation lengths comparable to the data acquisition path length are generally

removable by using ground control points to scale the data and remove tilts and offsets, thus their

effects are minimized in the data analysis performed for this paper, but can be significant contributors

to the total error when fiducial points arc unavailable. Geometric errors, such as attitude errors and

velocity biases, are often of this type, though rubber sheet  horizontal distortions can be produced by

page 8
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shorter-term errors and noise in the posilion and velocity estimates of the INU, but these errors are

generally much smaller than the slowly varying biases.

Azimuth scale errors and azimulh tilts are primarily caused by biases in the along track and vertical

velocity estimation of the navigation system. It is our experience that the order of magnitude for these

errors are 1 m/see for the along-track velocity and 0.2 m/see for the vertical velocity, consistent with

the measured scaling and tilts of the radar DEM. Using a simple geometry assuming broadside (zero

Doppler) mapping it is easily seen that an

errors, as

OY,~ = –rcos  Otan(O– a)%

error in the baseline length will introduce range scaling

(5)

illustrating that the horizontal error due to baseline error is proportional to tan(O – a), Similarly,

oz,~ = –rsin  Otan(O– a): (0

shows the vertical error is proportional to – y tan(O – a). If the baseline length knowledge is 1

centimeter, these scaling errors arc about +20 m horizontal and +13 m vertical in the near range and

-5 m horizontal and –7 m vertical in the far range. The errors corresponding to a 1 cm baseline error

amounts to a horizontal offset and a scale error (approximately 0.4%). These errors are constant and

largely removed by lhc horizontal scaling wc applicxt. Residual verticaf  offset and tilt arc removed by

the plane removal procedure, except for higher order components of the error. Note that the baseline

length errors go to zero when the basclirrc is orthogonal to the look direction.

An error in baseline orientation (roll angle) corresponds directly to a tilt in the meawred surface

with respect to the true surface. The short-term accuracy of our measured attitude is -0.01” which

corresponds to a vertical error of 0.9 m in near range and 2 m in the far range, while the slowly

varying roll bias is significantly iargcr but can be considered constant over a single run and is therefore

efficiently removed by our tilt removal process.

Another distortion results if the absolute phme, that is the number of 27c multiples which must be

added to the phase measurements, is determined incorrectly. If the absolute phase is in error by m

multiples of 2X it can be shown that this results in an error which is equivalent to tilting the measured

surface by an amount
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which is approximately proportional 10 ~O$(e_a) , i.e. the tilt is range dependent. This introduces

both an overall vertical linear error, and a horizontal scaling error, both of which are minimized but not

equal to zero when the baseline is orthogonal to the look angle. It is important to note that the tilt is

range dependent and cannot be removed completely by a tilt corr~tion,

Finally, horizontal skew can be introduced in the data if it is acquired in a squinted geometry and the

along-track velocity is biased, or may be irrtroduccd by various approximations within the processor

itself. These effects are bit significant in our system.

We can see then that the dominant error sources for data corrected by using comer reflectors are

Iikcly to be the random thermal noise/geometrical dccorrclation  error, and “rubber sheet” medium-term

position errors, and that the magnitude of the observed errors is consistent with our expectations, based

on our estimates of system performance. Wc no~e, however, that correlated errors may also be seen in

the data, and may be recognized by characteristic banding in range or azimuth. Errors correlated in the

range direction arc generally associated with inaccuracies in mcasurcmcnt  of aircraft motion leading to

motion compensation errors. Errors which arc correlated in azimuth but vary more or less periodically

in range we presently believe to be duc to additional scattering centers on the aircraft producing

multipath effects which vary as a function of incidcncc angle.

6 . CONCLUSIONS

We have evaluated topographic data acquired by the TOPSAR interferomctric  SAR systcm and

processed with our integrated processing system, Not surprisingly we have found that good horizontal

resolution, geometric fidelity and registration are important to achieve good vertical accuracy in rough

terrain. We found that registration errors on the order of 2 to 5 meters have a significant impact on the

measured DEM errors. In rough terrain the horizontal positioning accuracy must be approximately

equal to the required vertical DEM accuracy. Horizontal resolution is probably lCSS critical by a factor

2-3. We also found that processor interpolation and regrinding algorithms are critical.

The measurements reported here are applicable only to relative accuracy as we used comer reflectors

to reference our data to WGS–84 coordinates. To achieve the required absolute accuracy directly from

the radar measurements would require increased accuracy in the knowledge of aircraft position, velocity

and attitude, and the implementation of atmospheric corrections algorithms.
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Our experiences from the evaluation experiments we have conducted in both 1991 and 1992 have

shown that the performance of intcrfcrometric  SAR systems in relation to topographic mapping must

bc split into two separate problems as the sensor system effects should be studied separately from

target interaction effects (volume scattering and multi-path on the target). The rough terrain found in

the Ft. Irwin area with little or no vegetation has been found well suited for the sensor system

evaluation. In addition the availability of state-of-the-art reference DEMs is an important prerequisite

for such evaluation experiments.

Carefully planned and exccutcd  verification experiments are essential for the calibration of

topographic radar mapping systems. Wc note that there arc many parameters to calibrate and, as several

of thcm give correlated errors, a correct calibration is not easily achieved. Designing appropriate

calibration procedures that will allow the correct determination and/or verification of individual

parameters in 3-D mapping radar is a field where more work is clearly nccdcd.
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FIGURE CAPTIONS

Fig. 1. TOPSAR geometry. Radio signals arc transmitted from one antenna and received at both AI

and A2.

Fig. 2. Map showing the Ft. Irwin area, the location of the TEC reference DEM (blue), and the

three radar maps NTC run 1,2, and 3 (red).

Fig. 3. The TEC reference DEM shown as (a) a color image with 400 m betwczn  color repeats (16

colors each 25 m) and (b) a shaded relief image.

Fig. 4. NTC run 1. The radar image brightness is proportional to the backscatter  strength, and the

elevation, z, is mapped on a color wheel which repeats every 32 m.

Fig. 5. Color map showing the difference between radar and reference DEM heights for run 1.

Fig. 6. Color map showing the difference between radar and rcfcrcnce  DEM heights for run 3.

Fig. 7. (a) East-west cut through radar and TEC DEMs; (b) Difference bctwwm radar and TEC DEM

heights.

Fig. 8. (a) North-south cut through radar and TEC DEMs; (b) Diffcrencc between radar and TEC

DEM heights.
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A l

Fig. 1. TOPSAR geometry. Radio signals are transmitted from one antenna and received at both AI

and A2,



Version 1.2, October 14, 1993,9:55 page 16

,,.-+767-

,,

41T

.

‘3948

.:

,.+, ].

., ,
--

f

. . .%

7:
‘.

. . ..—. — ,-

‘“”1  -
~~!,,  v ,

.
!..

%,’

.. ., ,, .,,,. .
,.
~.
1 ’

.,

I

. !..

~ ““””’- . . . . . . . . .
FOR TIRWi.,

3 9 2 2

,,
.,i’ ~lwn M,. M,m !

.!

I

‘./ ~ ‘j NTC t?UN 2 / ..,>:,

i ““’3:’& ./1 1,

IIMl
,
;’””L;l TAR YRESER~TION

Fig. 2. Map showing the Ft. Irwin area, the location of the TEC refcrcncc DEM (blue), and the

three radar maps NTC run 1,2, and 3 (red).
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JPL REFERENCE DEM DERIVED BY
THE TOPOGRAPHIC E{ NGINEERING CENTER

25 METER PER COLOR SHADED RELIEF

Fig. 3. The TEC rcfcrcncc DEM shown as (a) a color image with 400 m bctwccn color repeats (16

colors each 25 m) and (b) a shaded relief image.
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JPlm TOPSAR DIGITAL ELEVATION MODEL
FT. IRWIN - NTC RUN 1 (6.5 X 30 KM)

BRIGHTNESS = C-BAND BACKSCATTER COLOR = HEIGHT; 2M/COLOR,  32 M/REPEAT

Fig. 4. NTC run 1. The radar image brightness is proportional Lo the backscattcr  strcnglh,  and the

clcvalion,  z, is mapped on a color wheel which repeats every 32 m.
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J-L TOPSAR-TEC DEM, Ft. IRWIN, NTC RUN 1
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Fig. 5. Color map showing the diffcrcncc between molar and reference DEM heights for run 1.
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Jplm TOPSAR-TEC DE.M, Ft. IRWIN, NTC RUN 3

TEC DEM DIFF. MAP 2MICOLOR
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Fig. 6. Color map showing tic difference bctwccn  radar and refcrcncc DEM hcigh~  for run 3.
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Fig. 7. (a) East-west cut through radar and TEC DEMs;  (b) Difference betwcm radar and TEC DEM

heights.
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Fig. 8. (a) North-south cut through radar and TEC DEMs; (b) Difference between radar and TEC

DEM heights.
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TABLE 1.

TOPSAR SYSTEM PARAMETERS (1992)

Rdrptuutneter Value

Frequency 5.3 GHz k = 0.0567 m

Range bandwidth 40 MHz (or 20 MHz)

Peak transmit power 1000 w
Pulse rcpctilion  rate 2.64/meter

Antenna length 1.5 m

Antenna elevation beam width 30’

Baseline length 2.5 m

Baseline angle rel. horizontal, { 62.8°

Operating altitude approx. 9 km

Look angles 3&55°

Slant range, near/far 10/15 km

Proccsscd  ground range swath 6.4 km (or 12.8 km)
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TABLE 2.

UTM POSITIONS (WCS 84) OF CORNER REFLECTORS AND CORNERS OF

REFERENCE DEhl  {10 M HORIZONTAL SPACING)

Norlhing  [m] Easting [m] Elevation [m]

CR IA 3926386.63 534761.19 1077.43

CR lB 3921509.56 543110,69 1031.40

CR lC 3927778.17 541731.14 998.07

CR lD 3921843.00 556767.16 934.45

CR 2A 3921868.91 556747.39 935.74

CR 2B 3927763.38 541763.42 998.88

CR 2C 3926428.13 534789.62 1074.44

CR 3A 3929145.24 545001.45 1030.84

CR 3B 3921488.75 543071.5 1032.32

CR 3C 3912145.73 538800.11 706.37

DEM NW 3927050 540230

DEM NE 3927050 547180

DEM SE 3919950 547180

DEM SW 3919950 540230
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TABLE 3

HORIZONTAL TRANSFORMATION PARAMETERS

Parameter

Azimuth scale factor, 2X

Range scale faclor,  Ay

Skew [radians]

RUN 1

1,0033

1.0025

-2.2.10-4

RUN 3

0.9979

1.0036

(-2.5.104)

Rotation angle [dcgrccs] 73.3 -16.8
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TABLE  4

RADAR MINUS REFERENCE DEM, VERTICAL PARAMETERS FOR

CORNER REFLECTOR ALIGh’MENT

NrC RUN 1 NTC RUN 3

Parameter Entire DEM Entire DEM

Azimuth tilt [mrad = m/km] 0,44 -0.27

Range tilt [mrad = mllcm] 8.28 6.78

Vertical offset [m] 553.38 571.37

Std. deviation DEM ~ 112.65 112.65

No. of Points in overlap region 391891 389378

Mean cliff. [m] -0.22 -1.40

Std. deviation cliff. [m] 2.07 3.01

5 sigma pts. rejected:

Number of points rejected 279 60

Std. deviation cliff. [m] 1.96 2.99
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TABLE 5

RADAR MINUS REFERENCE DEM,VERTICAL

PARAMETERS FOR DEM FIT ALIGNMENT

N1’C RUN 1 Entire DEIU Fku area Mtn. area

Std. deviation DEM [m] 112,65 13.70 74.50

No. of Points 391891 1000O 1000O

Std. deviation cliff. [m] 1 .R9 1,06 3.31

Mean cliff. [m] 0.00 -0.40 1.30

5 sigma pts.  rcjcctcd:

#pts rejccbxi 279 0 114

Std. deviation cliff. [m] 1.76 1.06 2.25

NTC RUN 3 En!ire DEIU FlaI area Mm. area

Std. deviation DEM [m] 112.65 17,85 74.50

No. of Points 389378 1000O 1000O

Std. deviation cliff. [m] 2.27 1.99 2.15

Mean cliff. [m] 0.00 -0.92 -0.29

5 sigma pts. rcjectcd:

#pts rejected 228 0 16

Std. deviation cliff. [m] 2.23 1.99 2.02
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TABLE  6

HORIZONTAL ERROR SOURCES

!{orizontal  posilion  errors: Error Sources:

Azimuth scale Velocity bias (nav. system)

Range scale Baseline length

Absolute phase ambiguity

Slant range calibration

Skew

Rubber sheet distortion

High frequency across-track

Velocity bias, processor

Mocomp = Nav. + Processor

Signal-to-noise-ratio

Impulse response (ISLR etc.)

Channel co-registration
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TABLE 7

VERTICAL ERROR SOURCES

Vertical errors: Error Sources:

Azimuth tilt Vertical velocity bias

Range tilt Attitude biases

Baseline orientation

Absolute phase ambiguity

Vertical offset

Correlated height error

High frequency random

Nav. systcm  position

Mocomp = Nav. + Processor

Multi-path

Signal-to-noise-ratio

Impulse response (ISLR etc.)

Channel co-rcgistmtion


